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I like that @tammybutow is talking about her team first when talking about Dropbox infrastructure. Humans>computers #lca2016
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Enjoyed @tammybutow's #lca2016 talk on database infrastructure at Dropbox — a real grab bag of tools and ideas to go read about!
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If you were in a bad mood before going to @tammybutow's talk you'll be enthused and excited now. #awesomeSpeakers #LCA2016
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LET'S INVENT A BETTER FUTURE.
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