Alerting Husbandry
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Bad Alerts




Obsolete Alerts

e $THING is down!
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* Because we turned it down a'y T



Unactionable Alerts

e $THING is down!




SLA Alerts

e $SERVICE has failed SLA




Bad [ hresholds

 $SERVER has a high load average of 4

e |t has 32 cores, that's no load
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Halr trigger alerts

» $THING didn't respond in 50ms




Non-Impacting Redundancy

* WEB_SERVER_4 is down




Spamming alerts

e $THING is down!




Nobody cares

» $TEST_SERVER has no backups




Related Practices




E-mall alerts

 |t's not high priority enough to page, so I'll email about it




Undocumented Alerts

e $THING is broken!
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Alert Acceptance

 Have a review process for any new alerts or thresholds.




Silencing

* |f your alert system pages people you need a silence mechanism

* |n practice this becomes a whole system




Production by Flat
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THE PRACTICE OF

CLOUD SYSTEM
ADMINISTRATION

A Plug

Contains great selections on alerting,
postmortems, availability & more.




